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CHAPTER 1

Solution 1.1
(@) For k=2, (A+B)?=A?+AB+BA+B2 If AB=BA then (A+B)>=A%+2AB+B? In general if
AB = BA, then the k-fold product (A + B) can be written as a sum of terms of theform AiB*1,j = 0,..., k. The
number of terms that can be written as AIB¥7 is given by the binomial coefficient [ i ] Therefore AB= BA
implies
K (K)o
(A+B)= 5 [_]AJBk—J
ji=o !

(b) Write

det [\ -A@M)] = A"+a 1 (OA"T+ - +a(t)r+ag(t)
where invertibility of A(t) implies ag(t) # 0. The Cayley-Hamilton theorem implies
AN(t) +an (DAH(D) + -+ +ao(t)l = 0
for all t. Multiplying through by A™(t) yields
Aty = —2uO1 = —an(OATRY - AT
ao(t)

for all t. Since ag(t) = det [-A(t)], Cag(t)o= Odet A(t)o. Assumee > 0 is such that Ddet A(t)d= ¢ for all t. Since
MA (1) < o we have Og; (t)0 < a, and thus there exists ay such that Da;(t)o< yfor al t. Then, for al t,
ma, () + - +A"H(t)m
_1 -
TAT (O det A ()0
< ytya+ - +an—1 A

. =B

Solution 1.2

(@) If A is an eigenvalue of A, then recursive use of Ap = Ap shows that A¥ is an eigenvalue of AX. However to
show multiplicities are preserved is more difficult, and apparently requires Jordan form, or at least results on
similarity to upper triangular form.

(b) If A is an eigenvalue of invertible A, then A is nonzero and Ap = Ap implies A™tp = (/A\)p. Asin (a),
addressing preservation of multiplicitiesis more difficult.

(c) AT haseigenvalues Ay, . . ., A, since det (\l —AT) = det (\I =A)" = det (Al - A).

(d) A" has eigenvalues A4, . .., A, using (c) and the fact that the determinant (sum of products) of a conjugate is
the conjugate of the determinant. That is
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det (\1 —AH) = det (A1 —A) = det (A1 —A)
(e) aAhaseigenvaluesaiq, ..., aA, since Ap = Apimplies (a A)p = (aA)p.
(f) Eigenvalues of ATA are not nicely related to eigenvalues of A. Consider the example

0 00
A=[05) Am=[0a)

where the eigenvalues of A are both zero, and the eigenvalues of ATA are 0, a. (If A is symmetric, then (a)
applies)

Solution 1.3

(a) If the eigenvalues of A are all zero, then det (A\| —A) = A" and the Cayley-Hamilton theorem shows that A is
nilpotent. On the other hand if one eigenvalue, say A; is nonzero, let p be a corresponding eigenvector. Then
Akp = A\kp #z 0for all k = 0, and A cannot be nilpotent. _

(b) Suppose Q is real and symmetric, and A is an eigenvalue of Q. Then A also is an eigenvalue. From the
eigenvalue/eigenvector equation Qp=Ap we get_ p"Qp=Ap"p. Also Qp=Ap, and transposing gives
p"Qp = Ap"p. Subtracting the two results gives (A —A)p"p = 0. Since p # 0, thisgivesA = A, that is, A isreal.

(c) If Alisupper triangular, then Al —Ais upper triangular. Recursive Laplace expansion of the determinant about
the first column gives

det A\ -A)=(A-ay) - (A-am)

which implies the eigenvalues of A are the diagonal entriesayq, ..., ann.
Solution 1.4
@)
A= [g 8] implies ATA = [é 8] implies mAm= 1
(b)
_[31] TAo_ [10 6

A= |13] implies A'A = 6 10

Then

det A\l —ATA) = (A —-16)(A—4)
which implies TAm= 4.
(©

1-i O 1 1- 0 20
o 1 | implies Ata= [0 T= (9]

Thisgives mAm= V2.

Solution 1.5 Let

_[la «
A_[O 1/0(]’ a>1

Then the eigenvalues are 1/a and, using an inequality on text page 7,

m]Am]>1£nax 0a;0=a
i,j<2

taa)
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Solution 1.6 By definition of the spectral norm, for any o # 0 we can write

A X
MAM= max MAXDI= max ———
oxo =1 oxo =1 [IXD
D]]AO(XD]] Do MOA X
= max ————

Daxu—l Mo X[ DXD=1/DaD o [MaX m
Since this holds for any a # 0,
WA Xm _ WA X

MAM= max
oxo 20 X x#z0 [IXD
Therefore
A X
MAmM= ———

(X M
for any x # 0, which gives
A XM < MAIMOX M

Solution 1.7 By definition of the spectral norm,
MABmM= max mAB)Xm= max A (BX)m

oxo =1

IN

max { D]]AD]]]DBXD]]} by Exercise 1.6

oxo =1

MAM max mBXm= mAMmOBm

oxo =1

If Aisinvertible, then A A™ = | and the obvious ml = 1 give
1=mA A m< mAmrA™ m
Therefore

1

mAlm=
A

Solution 1.8 We use the following easily verified facts about partitioned vectors:

X1 . X1 _ 0 _
m| | m=mgm mem; m| g |m=mgm, m] (W= 1
Write
Ax = A Az | | X1 | _ | AuXatApXs
Axn Axp | | X2 Axn Xy +AxpX)

Thenfor Ay, for example,

MAmM= max mMAXmM= maxX MA1Xq+A XM

oxo =1 oxo =1
= max D]]A]_J_le]: D]]AHD]]
ox;0=1

The other partitions are handled similarly. Thelast part is easy from the definition of induced norm. For example
if
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then partitioning the vector x similarly we see that

max MAXM= max AppXoM= MAM
oxo =1 OXp0 =1

Solution 1.9 By the Cauchy-Schwarz inequality, and mx "m= mxm,
X TA X0 < X TAMIEXm = mATXmmEXm
< MATmrxm? = mAMOX R
Thisimmediately gives
XTA X = —WAmmIOX IR
If A isan eigenvalue of A and x is a corresponding unity-norm eigenvector, then

O\D= CAMOIXM = A XM = WA XM < MAINOX I = WA

Solution 1.10 SinceQ = QT, Q'Q = Q?, and the eigenvalues of Q% areA?, ..., A2. Therefore
TQI= VAma(Q?) = max thD
For the other equality Cauchy-Schwarz gives
X TQX | < mX " QXM = MQXIMIX T
< QXA = [ max o] xTx

Therefore |xTQx | < mQm for all unity-norm x. Choosing x, as a unity-norm eigenvector of Q corresponding to
the eigenvalue that yields max OhOgives

1<i<n

(XI QX1 = xT[ max D)\D]xa— max [0

1<is<n
Thus max x'Qx0= mQm.
oxo =1
Solution 1.11 Since mA xm= V(AX)T(Ax) = VxTATA X,
mMAmM= max VXTATAX
oxo=1
= [ max xTATA x
oxo=1

The Rayleigh-Ritz inequality gives, for al unity-norm x,
XTATAX < Amax (ATA) XX = Apex (ATA)
and since ATA 2 0, A\max (ATA) = 0. Choosing x, to be a unity-norm eigenvector corresponding to Ama(ATA) gives
X2ATA X, = Amax (ATA)
Thus
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max XTATAX = Anx(ATA)

oxo =1

so we have A = VA (ATA).

Solution 1.12 Since ATA > Owehave A (ATA)> 0,i = 1,..., n,and (ATA)™ > 0. Then by Exercise 1.11,
1
Amin(ATA)

- Da(ATA]™
Amin(ATA) -det (ATA) ~  (detA)?

A2 = A (ATA) ™) =

n
.I'Il A(ATA)
1=

_ DAIAD
T (detA)?

Therefore

Solution 1.13  AssumeA # 0, for the zero caseistrivial. For any unity-norm x and y,
oy TA x0 < my " oA Xm
< My MOATIIX M = WA
Therefore

max Oy AXO< MAD

oxo,oyo =1
Now let unity-norm x, be such that A x,m= mAm, and let
Axa
Ya = m

Thenmy,m= 1and

XJATA X0  MAXTR  mATR
= = = = MAm
YaAXg0= MAD MAD A

Therefore
max Oy'AXO= MAD

oxo,oyo =1

Solution 1.14 The coefficients of the characteristic polynomial of a matrix are continuous functions of matrix
entries, since determinant is a continuous function of the entries (sum of products). Also the roots of a
polynomia are continuous functions of the coefficients. (A proof is given in Appendix A.4 d.D. Sontag,
Mathematical Control Theory$pringer-Verlag, New York, 1990.) Since a composition of continuous functions
is a continuous function, the pointwise-in-t eigenvalues of A(t) are continuousin t.

This argument gives that the (nonnegative) eigenvalues of AT(t)A(t) are continuous in t. Then the maximum at
each t is continuous in t — plot two eigenvalues and consider their pointwise maximum to see this. Finally since
sguare root is a continuous function of nonnegative arguments, we conclude mA (t)mis continuousin t.

However for continuoudy-differentiable A(t), mA (t)m need not be continuously differentiable int. Consider the

-5

taa)
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