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Selected Problem Solutions from Chapter 1
Problem 1.1
(a) First, we find the cumulative distribution function of y
Fy(y) = Priy <y}
= Pr{max{x;,X2,...,xp} <y}

= Pr{x; <y,x2<9,...xn, <y}
= Pr{x; <y}Pr{xe <y} -Pr{x, <y}

= ) (1)
The density function is the derivative of this, namely
0 n—1
py(y) = @Fy(y) =nFe™ (y)px(y) (2)

(b) For p(z) =e™*, x>0, it follows that

F(z) = /09” e tdu=1—-e"" (3)

and
ply) =n(l —e¥)"te? (4)

Problem 1.3

(a) We follow a number of steps in finding p(z,y) in terms of p(uy, us). First, we find the Jacobean, defined
as the determinant of the matrix
Oz Oz
[ 887;1 %uyz ‘| .

Oui  Oua
Substituting in the appropriate terms and simplifying, we find that the determinant of this matrix is

2702

Ul.

We next find the solutions of u; and wus in terms of x and y. It is straightforward to show that these solutions
are

22 + 2
w = (<555 ) =gl 8
and i
Uy = %taun_1 (%) (6)
Finally, by definition,
Ui
— 7
p(xa y) 27_‘_0_2[)(“13 u?) I ( )
which is ) )
1 e +y
p($7y) - 2770'2 eXp ( 20_2 > (8)

or a two-dimensional Gaussian density function.
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(b) Tt is clear from Eq. 8 that p(x,y) can be written as

@9) = —= ) — LY = plaple) o)
T,Yy) = exp| ——= | ——exp | —== | =pz .
That is, this transformation produces two independent Gaussian random variables.

Problem 1.5

In general, of course, the k" moment of n is defined to be

o 00 . B o (0_ 1)79—1nk+1

If we try to solve this equation by substitution! of the variable n with «tan(a), with the corresponding
dn = 7y sec?(a), then Eq. 10 becomes

/2 (9 — 1)y0=lykH anh L
Ky _ VAT tan™ () o
E{n"} = /0 2 tan? (@) T 2] D72 v sec”(a)da (11)

For # = 4 and k = 1, the mean is

0/2
E{n} = 37/ sin®(a) cos(a)da = (for 0 = 4) (12)
0
and the second moment is
w/2
E{n?} = 372/ sin®(a)da = 272 (for 6 = 4) (13)
0
It follows that the variance is
V{n} =12 (for 6 =4) (14)
The corresponding results for § = 5 are
w/2 Ty
B{n} = 4y / sin () cos”(a)da = "1 (for 0= 5), (15)
0
w/2
BE{n?} = 472/ sin®(a) cos(a)da =~*  (for § = 5), (16)
0
and
2
V{n} = (1 - 16) 72 (for 6 = 5). (17)
Problem 1.6
Clearly,
E{ly — 9"} = E{y"} - 2E{g(x)y} + E{¢*(x)} (18)
We must calculate the second term. Consider the conditional expectation E{g(x)y|z}. This can be written
as

E{g(x)ylr} = g(x)E{y|=}

IThis is a change of variable to solve an integral; not a statistical change of variable.
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because, conditioned on z, g(z) is a constant. We can then write

E{g(x)y} = E{E{g(x)ylz}} = E{g(2)E{y|z}} = B{g*(x)} (19)
and the desired result follows from Eq. 18.
Problem 1.7
By definition, the joint pdf of x and y is

p(x,y) = % exp ( s y2> (20)

2o 202

and we have the change of random variable defined by the two equations
u=xcosf — ysinf (21)

and
w = xsinf + y cosf (22)

It follows that the Jacobian is unity for any 6. The inverse functions are

x =ucosf +wsind (23)

and
y = —usinf + wcosf (24)

Substituting these last two equations into the joint pdf of x and y results in the joint pdf of u and w as

plsw) = 5 e (<55 (25)

2no 202

Problem 1.8

Since the mean is zero, the joint characteristic function is

D (w1, wsa,ws,wy) = exp <—;LUTR07) , (26)
where & = [wy,...,ws]T is a column vector of variables and R is a 4 x 4 autocorrelation matrix whose ith
row and jth column is p;;. We know we can find the first moment of the first component by differentiating
O(J) by wq

i@(w) = d(d) {2 (—1) mTov] (27)
Owq 2 1

where I = [p1, pi2, tti3, pia]. To find the second moment such as E{x;xs}, we start by taking the second
partial derivative

92
T 2@ (=)
Note that 9
@[m?aﬂ = Hij = Hji (28)
so that
0? 0
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= (&) [—pr2 +m{ Gl & . (29)

For & = 0, this is p12. To find the third moment, we take another partial derivative, resulting in

3 o°
Y a3 =
(=2) Ow3O0waOwr (@)
(=2)°® () [ 7] Gpiag + 13 Gz + mgﬁﬂu - mlT‘DﬁlzT&mgTﬁ} (30)
The fourth moment is o
I Y
30)180)280)3(90)4 (W)
() [12p134 + a3z + prapos] (31)

plus terms which disappear when & = 0. This gives the desired result.
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