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2 Problems, algorithms, and solutions 1

2 Problems, algorithms, and solutions

2.1
M {1},
(i) o,
(i) R.

2.2 Suppose that there is another solutiét, say, tog(x) = O that is different
to x* = —3 andx*™™ = 1. There are three cases, depending on the relationship of
X*** to the solutions< = —3 andx™ = 1. We consider each case in turn:

(i) x** < —3. Then:
g(x***) — (X***)Z—I-ZX***—S,
X***(X*** + 2) _ 3’
> (=3)(—1)—3, sincex™ < =3, X +2 < —1,
0

(i) —3<x** < 1. Then:

g(X***) _ (X***)2+2X***—3,

|
—~
>i
x
*
%_
[EEN
S~—
N
|
B

(i) x** > 1. Then:

***)

g(x

|
b

***(X*** + 2) -3,

> (1)(3) =3, sincex™ > 1, x** +2> 3,
= 0.
In each casey(x™*) # 0, so no such solutiox™* exists that is different tg* = —3
andx™ = 1.
2.3

(i) 1,
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2 Solutions to selected exercises

(i) {2}.

2.4 Suppose that <1. Then:
f

1,
(x—2)2+1,¥xe R, since(x—2)%> 0.

IN N

So, f is a lower bound for the problem mix; f(x) according to Definition 2.2.

2.5 Suppose that < f*. Then:
f

f*,

<
< f(x),vxeSs,

by definition of minimum. That isf is a lower bound for migs f(x) according
to Definition 2.2.

2.6
| Part | x| x [ x|

(i) hy(x) <0 active? Yes | Yes| No
(i) hy(x) < 0 active? Yes | No | No
(iii) Active set? {1,2} [ {1} | ©
(iv) Strictly feasible forh;(x) < 0? No | No | Yes
(v) Strictly feasible forhy(x) < 0? No | Yes| Yes
(vi) Strictly feasible forh(x) < 0? No | No | Yes
(vii) On boundary of{x € R?|h(x) <0}? | Yes | Yes| No

2.7

(i) The contour set is defined by:

Ci(f) = {xes|fx)="f},
= {xeS|(x)?+(e+1)2-4="f},
X1

which is the set of point{x

} on the circle of radius,/ f +4 and center
2
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2 Problems, algorithms, and solutions 3
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-4t ] Fig. 1. Contour sets of
. ‘ functi_on in Exercise 2.7,
55 0 5 0 Xp Part (i).

X2

Fig. 2. Points satisfying
‘ g(x) = 0 and contour sets
-5 0 5 X1 for Exercise 2.7, Part (ii).

[_(1)] . Forf =0,1,2,3, the contour sets are the circles of radiug'8, v/6,

and+/7, respectively, all with cente[r 0] . The contour sets are shown in

-1
Figure 1.

(i) The set of points satisfyingy(x) = 0 along with the contour sets of the
function f are shown in Figure 2.
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(iii)

2.8
(i)

Solutions to selected exercises

From Figure 2,

min{f(x)|x1—|—2x2—3:O} = 1
XeR2

argmin( f ()} + 2 ~3=0} = {m}

The variables are defined as follows:

e X is the bandwidth for customer 1;

e X, is the bandwidth for customer 2; and

e Xz is the bandwidth for customer 3.

Note that customer 3 only cares about getting data from péittt point

Z, so there is only one variable associated with customere&cdllect the
three entries together into a vectoe R3.

(i) The objective isf : R3 — R defined by:

3
YxeR3, f(x) = > k(%)
=

(i) With these definitions of variables, there are no egyalonstraints.

(iv)

Both customer 1 and customer 3 traffic requires bandwadhtlink a and the
maximum bandwidth on this link is;. Both customer 2 and customer 3
traffic requires bandwidth on link b and the maximum bandiwidh this
link is ¢,. Since bandwidth must be positive and also since the obgecti
function is only defined for non-negative values of bandijidive must
also incorporate non-negativity constraints. Therefare can express the
inequality constraints in the forx < d with:

1 0 1
o 1 1
c = 1|-1 0 o0f,
0O -1 O
| 0 0 -1
c
Co
d = 0
0
| O
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2 Problems, algorithms, and solutions 5

If the functions fx were known to be strictly monotonically increasing then an
alternative formulation would be to represent the capamtystraints as equalities
since all capacity would be used at the optimum.

2.9
(i) SinceaB— Ab=# 0 we have unique solution:

vl L

(i) The conditions are that:
aB—Ab # 0,

! (Bc—bC) > 0,

aB— Ab

1
— > A
B Ab( Ac+aC) > O

(i) If the conditions in the previous part are satisfiecgritthe solutions are the
four possible values:

y _\/anAb(—ACJraC)_ _—\/ﬁ)(—ACJra )|
- F]-Ab(BC_ bC) —/ aBEAb(BC— bC)
_\/FlAb(—Ach aC) | _—\/aB}Ab(—Ach aC)

We could write this more compactly as:

|:X*:| _ + —aBiAb(BC_ bC)

L= .

y jc\/—anAb(—ACJr acC)

However, if this notation is used then, to avoid confusioig important to explic-
itly note that all four combinations of plus and minus aradsablutions.

2.10 Suppose that an algorithm did exist for finding the minimurd at min-
imizers of unconstrained minimization problems gaig f(x), wheref : R" — R
is an arbitrary partially differentiable function. Lgt R — R be an arbitrary poly-
nomial in a single variable and defiie R — R by:

vxeR, f(x) = (g(x))2.
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6 Solutions to selected exercises

The functionf is partially differentiable sincg is a polynomial, which is partially
differentiable. Note that if miggn f(X) # O then there is no solution ©x) = 0.
On the other hand, if miggn f(x) = 0 andx* € argminegn f(x) theng(x*) =0
and the minimizers of miggn f(X) = O are the solutions aj(x) = 0. That is, the
existence of a direct algorithm to minimiZeand find all of its minimizers would
also yield a direct algorithm to sohgx) = 0. But no such direct algorithm to solve
g(x) = 0 exists, so no such algorithm to minimifeand find all of its minimizers
can exist.

2.11 Let|e|| be the absolute value norm and ¢et O be given. We claim that
N = [1/€] will suffice in Definition 2.9, wherde] is the smallest integer that is
greater than or equal to its argument. Foryvlet N. Then

1
<v>_oH .
‘X v+1|’
B 1
o ov+1
1
< —7
- N+1
1
< 'NE
- N
< g
sinceN > 1/¢.
2.12
(i)
e Zy, |xVHY —xt|| < C‘x(")—x* ,
< x|,
< (@O -x|,

IN

©)'*'p.
So,

XN —x|| < (C)Np < epif (C)N < ¢, which is true if:

NIn(C) <In(g),
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2 Problems, algorithms, and solutions 7

orN >1In(g)/In(C), noting that 0< C < 1. That is,N = [In(€)/In(C)].
(i) We first note that:

(02?2 = ()%,
= ()@,
(@222 = ()@
= ()@Y,
(- (@)?)?- )2 = (a)@)

where there ar@ exponentiations in total in the left-hand side of the last

line. Therefore:

2

W e Zy, XV —xx xV) — x*

<C‘

IA
o

So, [|xN —x*|| < (€)(@"V(p)(@") < gp if (C)(@" -V (p)(@"-1 < ¢,
which is true if:
(QN=1)InEC)+ (N - 1)In(p) < In(e),

or (2N —1)(In(C) +1In(p)) < In(e). Sincee < 1 and Ir(e) < 0 this in-
equality can only be true if k€) + In(p) < 0, which means that we must
requireCp < 1. If this is true, then the condition becomes:

In(e)
@" 1> o ey

In(e)
N >In <m +1> /In(2).

or:
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8 Solutions to selected exercises

N = [In (% +1> /In(2)-‘ .

(i) We first note that:

That is:

(@R)R = (a)®),
(@PRR = (@) )R

(a)((R

(

(...(G)R)R...)R - ()(R))

where there arg exponentiations in total in the left-hand side of the last
line. Therefore:

(v+1) *

—X

IN

YWeZ,,|X

((R?)

)

X(Vfl) X~

IN

C(C)R

vz | (R

C(C)R(C)(R?) X

IN

X

0)

CC)REC) R . ()R ||x

(RVHD)

IN

(R \1+171)

= (C) ®y

(RYFL-1)

< (C) ®T @((R)(V“))_

X0 —x

®N-1 N . W)
So,||xN —x|| < (C) ®1 ()R <¢pif (C) ® (p) R"-1) < ¢, which
is true if:
(RN -1)

“RoD MO+ (RN - Din(E) <Ine).

or (RN — 1)(% +In(P)) <In(g). Sincee < 1 and Ine) < O this inequal-
ity can only be true if IiC) /(R— 1) +In(p) < 0, which means that we must
require(C)Y(R-1p < 1. If this is true, then the condition becomes:

RN -1 D
=1 +In(p)
or.
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2 Problems, algorithms, and solutions 9

In(e)
N=|I —— 1+1]/In(R)].
['«%m(ﬁﬁ >/n( )W

2.13 We consider each sequence in turn and evaluate the cordisgdimit.
() WeZ ,xV)=1/(v+1).
(@ R=0:

That is:

X2 im 1Y/ +2)]
| ORI bl
= lim [|2/(v+2)],
= 0.
1.
(b) R=1:
i im 1Y/0+2)]
Ve x| [F v 1 v+ )Y
= lim */m,
v—ow Y42
Iimm 1
v N2 W F2
1
im ——,
U BRVAVE S
= 0.

(c) R=1:

T TR )
= |im E
vowy 42’
= 1

(v+1)
by 12

(d) R=2:
[l V] (R3]
R 27
Vo ) —xe | v (v )|
(v+1)2
vom (V+2) 7

= 00,
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10

(@ R=0:

(b) R=1:

(c) R=1:

d) R=2:

(i) W € Z, xV) = (2)-(@"),

(@ R=0:

Solutions to selected exercises

(i) Y ez, xV) =(2).

X+

= o e °

i

= [ e

]

=[x e °

)
o x —x

v

(v+1)
X

= o e °

12~

lim 0=
e 17

lim ||(2)77Y,

V—00

0.

-v-1
im 1@
@)

lim (2)~(V/2-1,

V—r00

0.
@]
TR
i -1
im @)
1/2.
-v-1

o |
v |[(2)7Y|

i -1
Jim (2)°,

00,

H(Z)f«zw*l)
[y —(
v [[(2)-(2Y)

. _ v+1
|

0.
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2 Problems, algorithms, and solutions 11
(b) R= %:
[x+2)] @@
e PUE  ER T
— i (32"
= 0.
(c) R=1:
o+ H(z)*W“)
—— =m0
V00 Hx(v) _X*H Vo0 H(Z)—((Z) )H
— i -((2)")
- Im@
= 0.
(d) R=2:
5+ @
—— 5 = lm——
Voo HX(V) _X*H v—® H(z)—((Z)V)
= lim 1,
V—r00
= 1

The limits are shown in the following table along with theeraf convergence.

R=
x) 0/1/2| 1] 2 | Rate

1/(v+1)||0| O | 1] | 1(butneitherlinear nor quadratic convergence)
2~V 0| O % o | 1 (linear convergence)

(2~(@") o] 0 | 0| 1| 2(quadratic convergence)

2.14 Letxe S and assume thdt(x) > f(x*). Defineg: [0,1] — R by:

vt € [0,1], @(t) = f (X" +t(x—x")).
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12 Solutions to selected exercises

We have that:

e 00,320 = 0f ¢ +tx—x)T(x—x),
L) = of ) x—x),

O = x=x) DA = x))(x—x).

To bound the rate of convergence and rate constant, we psavméqualities. To
prove the first inequality, note that:

f(x)— f(x")
1 d(p
— /tzoa(t)dt,

by the fundamental theorem of integral calculus applieq, to
(see Theorem A.2 in Section A.4.4.1 of Appendix A)

1
= /H)Df(x* +t(x—x)) T (x—x) dt,

IN

1
B¢t x=x

IA

1
/ K||x—x*|| dt, by assumption oflf,
t=0

= K|x=x1.
Sincef (x*tY) > f(x*), we have that:

[f )= to0)|| = FH) — £,

(v+1) *

—X

X
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